
DAFTAR PUSTAKA

[1] IEEE, IEEE Standard Glossary of Software Engineering Terminology. New
York, USA: The Institute of Electrical and Electronics Engineers, 1990.

[2] R. S. Wahono, “A systematic literature review of software defect prediction:
Research trends, datasets, methods, and frameworks,” Journal of Software
Engineering, vol. 1, no. 1, pp. 1–16, 2015.

[3] B. Grishma and C. Anjali, “Software root cause prediction using clustering
techniques: A review,” in Proceedings of the 2015 Global Conference on
Communication Technologies (GCCT) : 23-24 April 2015; Thuckalay, Kanya
Kumari District, India, 2013, pp. 511–515.

[4] R. A. K. Mehdi, “Software defect prediction using radial basis
and probabilistic neural networks,” International Journal of Computer
Applications Technology and Research, vol. 5, no. 5, pp. 260–265, 2016.

[5] M. Li, H. Zhang, R. Wu, and Z. Zhou, “Sample-based software defect
prediction with active and semi-supervised learning,” Automated Software
Engineering, vol. 19, no. 2, pp. 201–230, 2012.

[6] Z. He, F. Shu, Y. Yang, M. Li, and Q. Wang, “An investigation on
the feasibility of cross-project defect prediction,” Automated Software
Engineering, vol. 19, no. 2, pp. 167–199, 2012.

[7] O. F. Arar and K. Ayan, “Software defect prediction using cost-sensitive
neural network,” Automated Software Engineering, vol. 33, pp. 263–277,
2015.

[8] T. Lee, J. Nam, D. Han, S. Kim, and H. In, “Developer micro interaction
metrics for software defect prediction,” IEEE Transaction on Software
Engineering, vol. 42, no. 11, pp. 1015–1035, 2016.

[9] K. Punitha and S. Chitra, “Software defect prediction using software
metrics: A survey,” in Proceedings of the 2013 International Conference on
Information Communication and Embedded Systems (ICICES) : 21-22 Feb
2013; Chennai, India, 2013, pp. 555–558.

[10] M. D’Ambros, M. Lanza, and R. Robbes, “On the relationship between
change coupling and software defects,” in Proceedings of the 2009 16th
Working Conference on Reverse Engineering : 13-16 Oct 2009; Lille,
France, 2009, pp. 135–144.

[11] C. Neelamegam and M. Punithavalli, “Enhanced ensemble prediction
algorithms for detecting faulty modules in object oriented system using
quality metrics,” Journal of Computer Science, vol. 8, no. 12, pp. 2075–2082,
2012.

114

Unsupervised Software Defect Prediction Mengunakan Metode Spectral Classifier Berbasis Signed
Laplacian Graph Matrix
ARIS MARJUNI, Teguh Bharata Adji, S.T., M.T., M.Eng., Ph.D.;Dr. Ridi Ferdiana, S.T., M.T.
Universitas Gadjah Mada, 2020 | Diunduh dari http://etd.repository.ugm.ac.id/



115

[12] F. Peters, T. Menzies, and A. Marcus, “Better cross company defect
prediction,” in Proceedings of the 2013 10th Working Conference on Mining
Software Repositories (MSR), 2013 : 18-19 May 2013; San Francisco, CA,
USA, 2013, pp. 409–418.

[13] T. Menzies, Z. Milton, B. Turhan, B. Cukic, Y. Jiang, and A. Bener,
“Defect prediction from static code features: Current results, limitations, new
approaches,” Automated Software Engineering, vol. 17, no. 4, pp. 375–407,
2010.

[14] D. Radjenovic, M. Hericko, R. Torkar, and A. Zivkovic, “Software fault
prediction metrics: A systematic literature review,” Information and Software
Technology, vol. 55, no. 8, pp. 1397–1418, 2013.

[15] C. Catal, “Software fault prediction: A literature review and current trends,”
Expert Systems with Applications, vol. 38, no. 4, pp. 4626–4636, 2011.

[16] K. Petersen, “Measuring and predicting software productivity: A systematic
map and review,” Information and Software Technology, vol. 53, no. 4, pp.
317–343, 2011.

[17] J. Nam and S. Kim, “CLAMI: Defect prediction on unlabeled datasets,” in
Proceedings of the 30th IEEE/ACM International Conference on Automated
Software Engineering (ASE 2015) : 09-13 Nov 2015; Lincoln, Nebraska,
USA, 2015, pp. 452–463.

[18] F. Zhang, A. Mockus, I. Keivanloo, and Y. Zou, “Towards building
a universal defect prediction model with rank transformed predictors,”
Empirical Software Engineering, vol. 21, no. 5, pp. 2107–2145, 2015.

[19] F. Zhang, Q. Zheng, Y. Zou, and A. E. Hassan, “Cross-project
defect prediction using a connectivity-based unsupervised classifier,” in
Proceedings of the 38th International Conference on Software Engineering,
ICSE 2016 : 14-22 May 2016; Austin, TX, USA, 2016, pp. 309–320.

[20] C. Catal and B. Diri, “Investigating the effect of dataset size, metrics
sets, and feature selection techniques on software fault prediction problem,”
Information Science, vol. 179, no. 8, pp. 1040–1058, 2009.

[21] A. Tosun, A. Bener, B. Turhan, and T. Menzies, “Practical considerations in
deploying statistical methods for defect prediction: A case study within the
turkish telecommunications industry,” Information and Software Technology,
vol. 52, no. 11, pp. 1242–1257, 2010.

[22] N. Nagappan, T. Ball, and A. Zeller, “Mining metrics to predict component
failures,” in Proceedings of the 28th International Conference on Software
Engineering - ICSE 2006 : 20-28 May 2006; Shanghai, China, 2006, pp.
452–461.

Unsupervised Software Defect Prediction Mengunakan Metode Spectral Classifier Berbasis Signed
Laplacian Graph Matrix
ARIS MARJUNI, Teguh Bharata Adji, S.T., M.T., M.Eng., Ph.D.;Dr. Ridi Ferdiana, S.T., M.T.
Universitas Gadjah Mada, 2020 | Diunduh dari http://etd.repository.ugm.ac.id/



116

[23] T. Zimmermann, N. Nagappan, H. Gall, E. Giger, and B. Murphy,
“Cross-project defect prediction: a large scale experiment on data vs. domain
vs. process,” in Proceedings of the 7th joint meeting of the European
software engineering conference and the ACM SIGSOFT symposium on The
foundations of software engineering : 24-28 Aug 2009 ; Amsterdam, The
Netherlands, 2009, pp. 91–100.

[24] B. Turhan, T. Menzies, A. B. Bener, and J. D. Stefano, “On the relative value
of cross-company and within-company data for defect prediction,” Empirical
Software Engineering, vol. 15, no. 5, pp. 540–578, 2009.

[25] J. Nam, W. Fu, S. Kim, T. Menzies, and L. Tan, “Heterogeneous defect
prediction,” IEEE Transaction on Software Engineering, vol. 44, pp.
874–896, 2018.

[26] F. Rahman, D. Posnett, and P. Devanbu, “Recalling the imprecision of
cross-project defect prediction,” in Proceedings of the ACM SIGSOFT 20th
International Symposium on the Foundations of Software Engineering - FSE
2012 : 11-16 Nov 2012 ; Cary, North Carolina, USA, 2012, pp. 61:1–61:11.

[27] X. Jing, F. Wu, X. Dong, F. Qi, and B. Xu, “Heterogeneous cross-company
defect prediction by unified metric representation and cca-based transfer
learning,” in Proceedings of the 10th Joint Meeting on Foundations of
Software Engineering ESEC/FSE 2015 : 30 Aug-04 Sep 2015 ; Bergamo,
Italy, 2015, pp. 496–507.

[28] S. Herbold, “Training data selection for cross-project defect prediction,” in
Proceedings of the 9th International Conference on Predictive Models in
Software Engineering - PROMISE 13 : 09 Oct 2013 ; Baltimore, Maryland,
USA, 2013, pp. 6:1–6:10.

[29] J. Nam, W. Fu, S. Kim, T. Menzies, and L. Tan, “An empirical study on
software defect prediction with a simplified metric set,” Information and
Software Technology, vol. 59, pp. 170–190, 2015.

[30] M. A. O. Fagui, L. I. Biwen, and S. Beijun, “Cross-project software defect
prediction based on instance transfer,” Journal of Frontiers of Computer
Science and Technology, vol. 10, no. 1, pp. 43–55, 2016.

[31] M. Jureczko and L. Madeyski, “Cross project defect prediction with respect
to code ownership model: An empirical study,” e-Informatica Software
Engineering Journal, vol. 9, no. 1, pp. 21–35, 2015.

[32] S. Zhong, T. Khoshgoftaar, and N. Seliya, “Unsupervised learning for
expert-based software quality estimation,” in Proceedings of the Eighth IEEE
international conference on High assurance systems engineering HASE04 :
25-26 Mar 2004 ; Tampa, FL, USA, 2004, pp. 149–155.

Unsupervised Software Defect Prediction Mengunakan Metode Spectral Classifier Berbasis Signed
Laplacian Graph Matrix
ARIS MARJUNI, Teguh Bharata Adji, S.T., M.T., M.Eng., Ph.D.;Dr. Ridi Ferdiana, S.T., M.T.
Universitas Gadjah Mada, 2020 | Diunduh dari http://etd.repository.ugm.ac.id/



117

[33] C. Catal, U. Sevim, and B. Diri, “Software fault prediction of unlabeled
program modules,” in Proceedings of the World Congress on Engineering
2009 : 1-3 Jul 2009; London, UK, 2009, pp. 212–217.

[34] P. S. Bishnu and V. Bhattacherjee, “Software fault prediction using quad
tree-based k-means clustering algorithm,” IEEE Transaction on Knowledge
Data Engineering, vol. 24, no. 6, pp. 1146–1150, 2012.

[35] G. Abaei, Z. Rezaei, and A. Selamat, “Fault prediction by utilizing
self-organizing map and threshold,” in Proceedings of the IEEE International
Conference on Control System, Computing and Engineering ICCSCE 2013 :
29 Nov-1 Dec 2013; Mindeb, Malaysia, 2013, pp. 465–470.

[36] J. Yang and H. Qian, “Defect prediction on unlabeled datasets by using
unsupervised clustering,” in Proceedings of the IEEE 18th International
Conference on High Performance Computing and Communications 2016 :
12-14 Dec 2016; Sydney, NSW, Australia, 2016, pp. 465–472.

[37] L. Goel and S. Gupta, “Cross projects defect prediction modeling,”
Data Visualization and Knowledge Engineering. Lecture Notes on Data
Engineering and Communications Technologies, vol. 32, pp. 1–21, 2020.

[38] L. Pascarella, F. Palomba, and A. Bacchelli, “On the performance of
method-level bug prediction: A negative result,” The Journal of Systems &
Software, vol. 161, pp. 1–19, 2020.

[39] M. Yan, Y. Fang, D. Lo, X. Xia, and X. Zhang, “File-level defect
prediction: Unsupervised vs. supervised models,” in Proceedings of
ACM/IEEE International Symposium on Empirical Software Engineering
and Measurement (ESEM 2017), 2017, pp. 344–353.

[40] S. Herbold, “Benchmarking cross-project defect prediction approaches with
costs metrics,” arXiv, no. 1801.04107v1, pp. 1–12, 2018.

[41] U. Luxburg, “A tutorial on spectral clustering,” Statistics and Computing,
vol. 17, no. 4, p. 395âĂŞ416, 2007.
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